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ABSTRACT
This work analyses the relationship between the way robots gesture and the way those gestures are perceived by human users. In particular, this work shows how modifying the amplitude and speed of a gesture affect the Godspeed scores given to those gestures, by means of an experiment involving 45 stimuli and 30 observers. The results suggest that shaping gestures aimed at manifesting the inner state of the robot (e.g., cheering or showing disappointment) tends to change the perception of Animacy (the dimension that accounts for how driven by endogenous factors the robot is perceived to be), while shaping gestures aimed at achieving an interaction effect (e.g., engaging and disengaging) tends to change the perception of Anthropomorphism, Likeability and Perceived Safety (the dimensions that account for the social aspects of the perception).
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1 INTRODUCTION
Expressiveness is one of the key abilities of social robots because it enables them to stimulate their inner states, personality and other socially relevant information [1]. One approach for robots to express themselves is using non-verbal behaviours such as gestures. In previous work, the primary reason for focusing on gestures is that "gestural expression is intimately involved in acts of spoken linguistic expression" [2], meaning that speech and gestures are processed as a bimodal unit at the neural [3], cognitive [4] and psychological [5] level. In particular, speech and gestures have been shown to mutually enhance one another to make an agent more effective in achieving communicative goals [6]. For this reason it is necessary to develop approaches capable of selecting gestures appropriate for a given situation and shaping them in the same way as a human would do.

Synthetic gestures must be expressed in a way that people can identify and understand [7]. This work investigates the relationship between the gestures that a humanoid robot displays and the perception of the users, i.e., the tendency of the users to attribute to robots certain characteristics over others. The main difference with respect to most previous work in this area is that the approach proposed in this article does not only take into account the selection of gestures displayed by the robot, but also the way in which those gestures are displayed. In particular, the experiments investigate the association between variations of amplitude and speed — two major parameters that characterise any natural and synthetic gesture — and variations of the users’ perception measured with the Godspeed questionnaire [8].

The experiments presented here aim to investigate the interaction between people and robots in public spaces and, more specifically, in environments in which the level of acoustic noise tends to be high enough to make it difficult to hear and understand speech. In such situations, from what we know from the study of biology [9, 10], multiple modalities do not enhance one another, but rather generate redundancy by carrying the same message. In this way, the failure of one modality (e.g., speech that cannot be heard due to high noise) can be compensated by the other modalities (e.g., gestures can be seen irrespectively of acoustic noise). This is the main reason why the experiments presented in this work take into account isolated gestures that do not accompany or interact with spoken messages.

In previous studies the authors published results on the role of personality as a mediation variable between gestures of different energy and spatial extension of a robot [11], the occurrence of a similarity attraction effect for the majority of the observers involved in the experience [12], and the understandability of the gestures displayed [13]. This study shows that changing the way a gesture is displayed is associated, to a statistically significant extend, with changes in the users’ perception of those gestures.

However, the results show that this does not happen in the same way for all gestures or for all the dimensions of the Godspeed questionnaire [8]. In particular, no effects were observed for a gesture like Pointing, which, in general, is expected to exchange spatial knowledge and not to achieve interactional goals or to convey the impression of an inner state [14]. Gestures designed to achieve...
an interational goal, such as Engaging and Disengaging, are associated with most dimensions; particularly with Likeability, the most socially oriented dimension of the Godspeed questionnaire. Finally, gestures aimed at conveying the impression of an inner state like Cheering and Head-Touching are associated with changes in the perception of Animacy, the dimension that accounts for the perception of inner processes and motivations in the robot.

The rest of this article is organized as follows: Section 2 surveys previous work in the area, Section 3 describes the experimental approach, Section 4 presents experiments and results, while the final Section 5 draws conclusions.

## 2 SURVEY OF PREVIOUS WORK

Many of the most popular social robots — such as SoftBank’s Nao and Pepper — have few or no moving parts in their faces, and are therefore not equipped to display facial expressions. Also, as mentioned earlier, often the acoustic context of an interaction can make spoken interaction problematic, particularly in noisy public spaces. Thus, the use of gestures, and other bodily displayed cues, plays a critical role in managing social human-robot interaction [15].

The role of gestures in Human-Robot Interaction has been addressed in various previous work. In most cases, the starting point is the observation that gestures are an essential component of non-verbal communication in Human-Human exchanges [20, 21]. Therefore, it should be possible to synthetically express gestures aimed at enriching Human-Robot Interactions with layers of socially and psychologically relevant information, in the same way as natural gestures do when people communicate with each other [22]. In other cases, the focus is on *deictic gestures*, i.e., gestures that attract the attention of the users towards objects in the environment. Besides being useful from a practical point of view, these gestures have the advantage of fostering joint attention between robots and their users, a prerequisite necessary for establishing effective interactions.

The experiments proposed in [23] show that people recognize cooperative gestures and that robots displaying them tend to establish more effective collaborations. This happens in particular when the gestures are abrupt and oriented towards the front of the robot. Furthermore, there is a correlation between the tendency to recognize and accept the cooperative gestures of the robot and the ability to recognize human gestures. Similarly, the experiments presented in [24] show that the use of synthetic gestures during robot story-telling is predictive of how well the listeners remember the details of the stories. The use of gestures to improve the performance in a task is the subject of the experiments in [25] as well. In particular, this work shows that the users better understand what a robot says when the latter imitates their gestures, thus showing entrainment. Finally, the experiments described in [26] show that synthetic gestures can increase the engagement of people involved in an interaction with robots, while the approach proposed in [27] shows that humans can interpret synthetic gestures in terms of emotions.

Regarding deictic gestures, the approach proposed in [28] aims at attracting the attention of the users to objects in the environment. The experiments show that the users understand what the targets of the robot’s deictic gestures are. In the case of the experiments proposed in [29], it is the robot that recognizes the target of a deictic gesture displayed by a human user through the multimodal analysis of speech and actual gestures.

A number of previous studies have examined how various parameters can influence the users’ reactions to the non-verbal behaviour of a virtually or physically embodied conversational agent. Salem et al. found that a robot is evaluated more positively when non-verbal behaviours, such as hand and arm gestures, are displayed along with speech, even if they do not semantically match the spoken utterance [30]. The model proposed by Amaya et al. [31], for example, transforms neutral animations into emotional animations by using “emotional transforms” which affect the speed and spatial amplitude of the animation. Yamaguchi et al. [32] defined a set of rules for modifying basic motions of a virtual character to express basic emotions, such as joy and sadness, and found that amplitude, position, and speed were the main parameters. The approach described by Kim et al. [18] explored how controlling the size, velocity, and frequency of robot gestures could affect user perception of the robot’s personality. It was found that all of these factors had an effect on the perceived robot personality, and that this factor in turn affected users’ subjective impressions of the robot.

The model developed by Pelachaud [33] for gesture expressivenessness adopts six parameters, including spatial extent, temporal extent, fluidity, power, overall activation, and repetition. In perceptual tests, the six parameters were found to be recognizable and also combine to produce movements with different qualities. The work by Xu et al. [34] proposes a parametrized behaviour model with specific behaviour parameters for bodily mood expression, and applied the model to two concrete behaviours — waving and pointing — of the Nao robot. The most important parameters for creating readable mood expressions were found to be hand height and amplitude, head position, and motion speed [35]. The experiments described in [36] found that various levels of exaggeration in motion of a humanoid robot correlate to human expectations of robot-like, human-like, and cartoon-like motion. Use of exaggerated motion enhanced the interaction through increased levels of engagement and perceived entertainment value.

In a work that is particularly relevant to the current study [37], the authors have recently updated their robot-independent model for upper-body gestures of a social robot [38, 39] to add the ability to modulate functional gestures, such as pointing, to incorporate affective content. In their system, the speed and amplitude of a functional gesture are modified with the goal of projecting a particular affective impression, as expressed by valence and arousal. The choice of those two specific parameters and the definition of their relationship to valence and arousal were based on findings from the literature mentioned above [32, 40]; however, the resulting gestures have not yet been evaluated to determine whether the target affective state was successfully projected.

When it comes to the systematic analysis of robot gestures, Table 1 shows the classification into five categories proposed in [41]. In the context of socially intelligent robots in public spaces, as studied here, it is anticipated that the robot may exhibit all five of these
This work is being carried out in context of the MultiModal Mall Entertainment Robot (MuMMER) project, a four-year, EU-funded project\(^1\), with the overall goal of developing a humanoid robot, Pepper, that can interact autonomously and naturally in the dynamic environments of a public shopping mall \([43]\). The overall concept underlying MuMMER is that for a robot to be successful in such a situation, it must be **entertaining**: that is, it must possess the social intelligence to both understand the needs and interactive behaviour of the users, as well as to produce appropriate behaviour in response. When the robot is able to support such smooth interactions, this should provide a sufficiently engaging experience that will stand up to repeated visits in a long-term deployment context. The goal of this work is to investigate how user perception changes depending on the gestures that a robot displays.

### 3 EXPERIMENTAL APPROACH

This work is being carried out in context of the MultiModal Mall Entertainment Robot (MuMMER) project, a four-year, EU-funded project\(^1\), with the overall goal of developing a humanoid robot, Pepper, that can interact autonomously and naturally in the dynamic environments of a public shopping mall \([43]\). The overall concept underlying MuMMER is that for a robot to be successful in such a situation, it must be **entertaining**: that is, it must possess the social intelligence to both understand the needs and interactive behaviour of the users, as well as to produce appropriate behaviour in response. When the robot is able to support such smooth interactions, this should provide a sufficiently engaging experience that will stand up to repeated visits in a long-term deployment context. The goal of this work is to investigate how user perception changes depending on the gestures that a robot displays.

During the experiments, 30 independent human observers were asked to watch 45 different gestures displayed by *Pepper* — the robotic platform manufactured by Softbank Robotics — and to complete, for each gesture, the Godspeed questionnaire \([8]\), a well-known and validated instrument for measuring user impressions of interactive robots. The gestures used in this study are based on 5 animations selected in the standard library available with the robot. The 9 variants of each core gesture have been obtained by manipulating two parameters: **speed**, and **amplitude**. Using this experimental configuration it is possible to investigate whether there is an association between the way the robot displays the gesture and the perception of the users. The motivation behind the choice of speed and amplitude is that they are related to energy and spatial extension, respectively; two characteristics that have been shown to play a crucial role in the expressiveness of artificial agents \([42]\).

The following sections describe the way the gestures adopted in the experiments have been generated (see Section 3.1) and the approach adopted to investigate the relationship between users’ perception and gestures (see Section 3.2).

#### 3.1 The stimuli

This section describes the process used to synthesize the 45 gestures — the **stimuli** hereafter — used in the experiments of this work. The first step is the selection of 5 standard gestures — the **core stimuli** hereafter — available in the library accompanying the *Pepper* robot.

### Table 1: Nehaniv’s classification of gestures \([41]\)

<table>
<thead>
<tr>
<th>Class Name</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Irrelevant/Manipulative</td>
<td>- Manipulation of objects, side effects of motor behaviour, body motion</td>
</tr>
<tr>
<td>Gestures</td>
<td>- Neither communicative nor socially interactive</td>
</tr>
<tr>
<td>Side Effect of Expressive</td>
<td>- Associated to communication or affective states of human e.g. persons</td>
</tr>
<tr>
<td>Behaviour</td>
<td>talk excitedly raising and moving their hands in correlation with changes in</td>
</tr>
<tr>
<td></td>
<td>voice prosody or emphasis of speech.</td>
</tr>
<tr>
<td>Symbolic Gestures</td>
<td>- Communicative of semantic content, e.g. waving down; use of a conventional</td>
</tr>
<tr>
<td></td>
<td>hand signals; nodding ‘yes’; waving a greeting ‘hello’ or ‘goodbye’</td>
</tr>
<tr>
<td>Interactional Gestures</td>
<td>- Used to initiate, maintain, regulate, synchronise, organise or terminate</td>
</tr>
<tr>
<td></td>
<td>various types of interaction e.g. raising the hand toward the partner</td>
</tr>
<tr>
<td></td>
<td>inviting them or send them away</td>
</tr>
<tr>
<td>Referential/Pointing</td>
<td>- Pointing to all types of effectors: referential, attention-directing</td>
</tr>
<tr>
<td>Gestures</td>
<td>e.g. presenting objects, persons, directions or locations by pointing</td>
</tr>
</tbody>
</table>

### Figure 1: Pepper robot joints, 17 DOF

The selection of the 5 standard gestures targeted gestures that, according to the criteria underlying the taxonomy proposed in \([41]\) (refer Table 1), are relevant to the context addressed in this work, i.e., the interaction between people and robots in public spaces. In this context, the gestures selected include gestures for: attracting attention when the users are not engaged; disengaging when the interaction requires termination or there is overcrowding near the robot; pointing, to give directions; and signalling failure or success in performing a task or interacting with the human. The names that the robot’s manufacturer has given to the selected gestures are as follows (see Figure 2) \(^2\):

\(^2\)The animations associated to the core stimuli are available on the version 1.6B of Pepper in the following directories:
Table 2: The figures show, for each of the five core stimuli, the effect of the parameter $\alpha$. The rightmost column ($\alpha = 1.00$) contains the core stimuli.

- Disengaging / Send-away;
- Engaging / Gain attention;
- Pointing / Giving Directions;
- Head-Touching / Disappointment;
- Cheering / Success.

The second step of the process is the synthesis of variants of a given core stimulus. For each of the five core stimuli, three variants were generated by adopting three different values of the speed $\lambda$ per core stimulus: 15, 25 and 35 frames per second (fps), where 25 fps is the original speed of the core stimulus. For each of the 15 resulting gestures, another three stimuli can be obtained by modifying the differences $\Delta_i(t) = \theta_i(t) - \theta_i(t-1)$, where $\theta_i(t)$ is the angle between the two mechanical elements connected by joint $i$ at frame $t$. In particular, the values of the $\Delta_i(t)$ were multiplied, for all values of $i$ and $t$, by a factor $\alpha$ — the amplitude hereafter. Three different values of $\alpha$ were adopted, namely 0.50, 0.75 and 1.00. In the first two cases, the result is a dampered version of the core stimulus, in the last case, the $\Delta_i(t)$ are left unchanged. As a result of the process above, the 9 variants of a given core stimulus correspond to 9 pairs $(\alpha, \lambda)$, and the pair where $\lambda = 25$ and $\alpha = 1.00$ is the core stimulus itself. The versions of the core stimuli corresponding to the different values of $\alpha$ are portrayed in Table 2.

### 3.2 Perception Effects Analysis

The question addressed in this work is whether users perceive robots differently when they display different gestures and, if so, how the perception of the users changes in relation to the characteristics of the gestures. During the experiments, the 30 observers involved in the experiments have watched the 45 stimuli (independent variable for the study) and, for each of them, watched and rated all stimuli using the Godspeed questionnaire [8] (dependent variable for the study). The Godspeed questionnaire is widely accepted as a standard measurement tool for Human Robot Interaction and aims at quantifying the following tendencies underlying users’ perception:

- **Anthropomorphism**: tendency of human users to attribute human characteristics to a robot;
- **Animacy**: tendency of human users to consider the robot alive and to attribute intentions to it;
- **Likeability**: tendency of human users to attribute desirable characteristics to a robot;
- **Perceived Intelligence**: tendency of human users to consider the behaviour of a robot intelligent;
- **Perceived Safety**: tendency of human users to consider the interaction with a robot safe.

Completing the questionnaire results in five scores that measure the tendencies above: the higher the score, the more pronounced the tendency (see [8] for full details). For a given stimulus, collating the Godspeed scores leads to a matrix $S = \{s_{ij}\}$, where $s_{ij}$ is the score of observer $i$ (where $i = 1, \ldots, N$) for tendency $k$ (where $k = 1, \ldots, 5$). Thus, the following sum:

$$c_j = \sum_{i=1}^{N} s_{ij}$$

(1)

can be interpreted as the total number of points that the observers have accumulated for tendency $j$. Correspondingly, for tendency $j$, the total number of points accumulated over all variants of the same core gesture can be calculated as follows:

$$T_j = \sum_{\alpha} \sum_{\lambda} c_{j}^{\alpha \lambda}$$

(2)

where the sums extend over all values of parameters $\alpha$ and $\lambda$ (see Section 3.1) and $c_{j}^{\alpha \lambda}$ is the value of $c_j$ obtained for a particular pair $(\alpha, \lambda)$, i.e., a particular variant of the core stimulus under examination.

The expressions above allow one to define the following $\chi^2$ variable [44]:

$$\chi^2 = \sum_{\alpha} \sum_{\lambda} \frac{(c_{j}^{\alpha \lambda} - E)^2}{E},$$

(3)

where $E = \frac{1}{4}T_j$. In other words, $c_{j}^{\alpha \lambda}$ plays the role of the observed number of points for a given variant $(\alpha, \lambda)$, while the value $E$ plays the role of the expectation that, in this case, corresponds to a uniform distribution of points across the different variants.

The $\chi^2$ variable is then a single value that allows one to test whether the observed distribution of the points over all values of $\alpha$ and $\lambda$ deviates from the uniform distribution to a statistically significant extent. When this is the case, it is possible to say that the Godspeed tendency associated to column $j$ in $S$ is more or less
pronounced depending on the particular gesture being displayed. More information on the use of $\chi^2$ variables can be found in [44].

Because the $\chi^2$ variable described above will be compared among several Godspeed tendencies, the analysis relies on multiple comparisons. This introduces the multiple comparison problem. To tackle this problem, False Discovery Rate (FDR) [45] correction will be applied when several Godspeed tendencies will be compared. FDR correction is a method of conceptualizing the rate of Type I errors in null hypothesis testing when conducting multiple and/or repeated comparisons. FDR-controlling procedures are designed to control the expected proportion of discoveries (rejected null hypotheses) that are false (incorrect rejections). FDR correction was chosen because it provides less stringent control of Type I errors compared to Familywise Error Rate (FWER) controlling procedures (such as the Bonferroni correction), which control the probability of at least one Type I error. As such, FDR-controlling procedures have greater power than FWER-controlling procedures and applying FDR correction ensures that the number of false positives, if any, will be sufficiently low not to change the outcomes of the analysis.

4 EXPERIMENTS AND RESULTS

The experiments of this work involved $N = 30$ observers, asked to watch the 45 stimuli described in Section 3.1 and, for each of them, to fill out the Godspeed questionnaire (see Section 3.2). All observers have performed the tasks above for all stimuli. The stimuli were presented to the observers in random order over three separate sessions (15 stimuli per session), with two stimuli derived from the same base stimulus never presented consecutively. This eliminated any ordering issues, and no ordering effects were later observed from the collected data.

The 30 observers were split into 10 groups of 3 people each, who were asked to participate in the same sessions, while still working independently of each other. The sessions were held over three consecutive days to limit possible tiredness effects due to the repetition of the tasks over extended periods of time. The stimuli were labelled by unique (ID) numbers, and the participants were exposed to those numbers when they were asked to fill out the questionnaire. However, because the ordering of the presented stimuli was randomised, this would not have given participants ‘context’ about the stimuli, i.e., they would not have been able to pre-classify a stimulus by its number.

Figure 2 shows the experimental setting: the observers filled out the questionnaires while sitting in front of the robot at a distance of roughly 1.5 meters. The questionnaires were filled out using a software interface running on a tablet. The 30 observers were selected randomly from a pool of subjects available at the research institute where the experiments were conducted. In terms of demographics, 20 observers were female and 10 were male; with the age distribution as depicted in Table 3. The participants were of varying ethnic and national origin. Only 3 observers had interacted with a robot before participating in the experiments of this work. The participants received a payment corresponding to the minimum legal hourly wage in the country where the experiments were conducted. The rest of this section presents the results of the analysis performed on the experimental results according to the approach presented in Section 3.

### Table 3: Age distributions of the observers involved in the experiments.

<table>
<thead>
<tr>
<th>Age Range</th>
<th>18-22</th>
<th>23-25</th>
<th>26-30</th>
<th>31-35</th>
<th>36-40</th>
<th>&gt;40</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Subjects</td>
<td>11</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

4.1 Consistency and Reliability

As a prelude to any analysis of Godspeed questionnaire scores it is common practice to evaluate the internal consistency and the effective reliability of the scores. As advised in [8] Cronbach’s alpha ([46]) was used to estimate the internal consistency of the observer’s responses. Cronbach’s alpha was computed as follows:

$$\alpha = \frac{K}{K-1} \left( 1 - \frac{\sum_{i=1}^{K} \sigma_{Y_i}^2}{\sigma_X^2} \right)$$

where $K$ is the number of test-items, $\sigma_{Y_i}^2$ the variance of the scores for item $i$, and $\sigma_X^2$ the variance of the observed total test scores. For calculating Cronbach’s alpha the number of test-items, $K$, is equal to the total number of questions in the Godspeed questionnaire, or the number of questions for each of the tendencies assessed by the questionnaire. The Godspeed questionnaire contains 23 questions in total; 5 questions each for the Anthropomorphism, Animacy, Likeability, and Perceived Intelligence tendencies, and 3 questions for the Perceived Safety tendency. The variances $\sigma_{Y_i}^2$ and $\sigma_X^2$ were calculated over the scores given by the observers per questions, and over the sum of all scores in the questionnaire, either for the total questionnaire, or per tendency. The number of scores per questions equals 1350, the number of stimuli (45) multiplied by the number of observers (30).

For computing the effective reliability of the scores Spearman-Brown’s prediction formula ([47]) was used. Spearman-Brown’s prediction formula, when used for calculating the effective reliability of a test is also called the “standardized Cronbach’s alpha”, as it is the same as Cronbach’s alpha computed using the average item intercorrelation and unit-item variance, rather than the average item covariance and average item variance. Cronbach’s alpha is thus related conceptually to the Spearman-Brown prediction formula, as both arise from the basic classical test theory result that the reliability of test scores ($\rho_{XX}$) can be expressed as the ration of
When the deviation is statistically significant, the table also shows where \( n \) is the number of observers (30), and \( \tau \) is the mean of the \( n(n-1)/2 \) non-redundant correlation coefficients between the scores of all observers (i.e., the mean of the upper or lower triangular of the correlation matrix). Pearson’s correlation coefficient was used to pair-wise calculate the correlation coefficients between the scores produced by all observers.

For both Cronbach’s alpha as well as Spearman-Brown’s effective reliability holds in general that they are seemed sufficient between 0.7 and 0.8, good between 0.8 and 0.9, and excellent when 0.9 or larger.

\[
R_{sb} = \frac{n \cdot \tau}{1 + (n-1) \cdot \tau}
\]

where \( n \) is the number of observers (30), and \( \tau \) is the mean of the \( n(n-1)/2 \) non-redundant correlation coefficients between the scores of all observers (i.e., the mean of the upper or lower triangular of the correlation matrix). Pearson’s correlation coefficient was used to pair-wise calculate the correlation coefficients between the scores produced by all observers.

For both Cronbach’s alpha as well as Spearman-Brown’s effective reliability holds in general that they are seemed sufficient between 0.7 and 0.8, good between 0.8 and 0.9, and excellent when 0.9 or larger.

<table>
<thead>
<tr>
<th>Tendency</th>
<th>( \alpha )</th>
<th>( R_{sb} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anthropomorphism</td>
<td>0.904</td>
<td>0.699</td>
</tr>
<tr>
<td>Animacy</td>
<td>0.892</td>
<td>0.811</td>
</tr>
<tr>
<td>Likeability</td>
<td>0.942</td>
<td>0.862</td>
</tr>
<tr>
<td>Perceived Intelligence</td>
<td>0.915</td>
<td>0.206</td>
</tr>
<tr>
<td>Perceived Safety</td>
<td>0.242</td>
<td>0.908</td>
</tr>
<tr>
<td>Total</td>
<td>0.934</td>
<td>0.814</td>
</tr>
</tbody>
</table>

Table 4: Cronbach’s alpha and Spearman-Brown’s reliability for all tendencies, and for the entire Godspeed questionnaire (Total).

Table 4 shows both Cronbach’s alpha, as well as Spearman-Brown’s effective reliability values for all tendencies assessed by the Godspeed questionnaire, as well as for the entire questionnaire (Total). The values in Table 4 show that for almost all tendencies, as well as the entire Godspeed questionnaire, the internal consistency and the effective reliability of the scores given by the observers is either good or excellent. Only for the Perceived Intelligence and Perceived Safety tendencies is, respectively, the effective reliability and the internal consistency insufficient. The repercussions of this will be discussed in the analysis of the results described in the next section.

### 4.2 Gestures and Perception

Table 5 shows the instances in which the distribution of the Godspeed scores across the multiple variants of the same core stimulus deviates, to a statistically significant extent, from the uniform distribution (see Section 3.2 for details about the data analysis approach). When the deviation is statistically significant, the table also shows whether increasing amplitude and speed of a gesture corresponds to higher or lower Godspeed scores. A deviation from the uniform distribution is considered statistically significant when a \( \chi^2 \) test results in a \( p \)-value lower than 0.05. The False Discovery Rate (FDR) correction [45] has been applied to all \( p \)-values to tackle the repeated comparisons problem. This ensures that the number of false positives, if any, is sufficiently low not to change the conclusions of the experiment.

For the Disengaging gesture, the effects take place in correspondence with Likeability and Perceived Safety. In the case of Likeability, the scores tend to decrease when \( \alpha \) and \( \lambda \) increase, while in the case of Perceived Safety the scores tend to increase when \( \alpha \) and \( \lambda \) decrease.

A possible explanation behind the Likeability effects is that the gesture aims at increasing the physical distance between the robot and its users. Given that physical and social distances were shown to be equivalent (the longer the physical distance, the longer the social distance) [48], increasing the energy of the gesture may look like an attempt by the robot to push people towards distances that, according to proxemic theories [49], correspond to less friendly and more formal relationships.

As for the Perceived Safety effects, any conclusions based on the results of the analysis should be considered carefully, as in the previous section we found that the internal consistency among the scores was found to be insufficient (see Table 4). This indicates that the observers did not agree among themselves on how to score the gestures with regards to Perceived Safety. One possible explanation for this is that the observers may have had different preconceived notions about the Perceived Safety of the robots in general when scoring the gestures. Some may have found robots inherently unsafe, while others may be more trusting towards robots. These differing attitudes would have an effect on scoring the gestures that can not be easily quantified from the Godspeed questionnaire on its own. In any case, the observed effects are still statistically significant. A probable explanation for the effect is that slower movements (lower \( \lambda \)) that do not extend far from the robot’s body (lower \( \alpha \)) are less likely to harm the users, and may thus be perceived as safer.

In the case of the Engaging gesture, statistically significant effects have been observed for Anthropomorphism, Animacy and Likeability. In all three cases, increasing amplitude and speed corresponds to higher Godspeed scores.

For Anthropomorphism, one possible explanation is that the human brain has been shown to be more anthropomorphic — meaning that it is more prone to process artificial agents like it processes human ones — when synthetic movements are more similar to those displayed by humans [50]. Lowering \( \alpha \) and \( \lambda \) produces gestures that, at least in the case of the Engage core stimulus, are less similar to those displayed by humans.

A possible explanation for the Animacy effects is that higher speed and amplitude results in more energetic gestures and higher motor activation; two factors that play a crucial role when observers consider an agent as alive [8].

<table>
<thead>
<tr>
<th>Core Stimulus</th>
<th>Ant</th>
<th>Ant</th>
<th>Lik</th>
<th>Int</th>
<th>Saf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engaging</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
</tr>
<tr>
<td>Disengaging</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
<td>↓</td>
</tr>
<tr>
<td>Pointing</td>
<td>↑</td>
<td>↑</td>
<td>↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Head-Touching</td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheering</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: The symbols \( ** \) and \( * \) account for statistically significant effects. The symbol \( ** \) means that increasing amplitude or speed corresponds to observing higher Godspeed scores. The symbol \( * \) means that decreasing amplitude or speed corresponds to observing lower Godspeed scores. Empty cells correspond to cases in which no statistically significant effects were observed.
The increase of the Likeability scores is likely dependent on the correlation between Anthropomorphism and positive judgements about the robots observed earlier in the literature [51]. Overall, the three effects observed for the Engaging gesture are an advantage in those scenarios in which the robot is expected to proactively start the interaction with the users. The reason is that the effects provide indications on how to make the perception of the users more positive — a prerequisite towards successful interactions with machines that display human-like behaviour (see, e.g., [52]) — at the very moment they enter in contact with the users.

No statistically significant effect was found for the Pointing gesture. A possible explanation for this is that deictic gestures are meant to convey information about spatial knowledge [14] — in particular when it comes to the position of an object of interest in the environment — and not about the social and psychological phenomena underlying the items of the Godspeed questionnaire [8].

Equally, no statistically significant effect was found for the Perceived Intelligence tendency for any gesture included in the study. This may be because the effective reliability of the Godspeed scores was found to be insufficient (see section 4.1); in this case, extending the experiment to include more observers may improve the effective reliability of the scores, which, in turn, may result in a statistically significant effect to be found for Perceived Intelligence. However, the number of observers included in the study did result in sufficient effective reliability of the scores for all the other tendencies. So that it may simply be that gestures of the kind investigated in this study, on their own, without context or other modalities of interaction, simply do not convey any human perceivable information about the intelligence of a robot. To the best of the knowledge of the authors, no prior literature has ever established a link between gestures of the robot alive and, hence, capable of experiencing the world. Finally, no effects were found for Pointing, a gesture that, unlike the other stimuli used in the experiments, aims more at sharing knowledge about the environment than at conveying information about the dimensions underlying the Godspeed questionnaire.

The above suggests that the stimuli have been designed correctly and, most importantly, it shows that the Godspeed scores tend to be differ when different values of amplitude and speed are used. The main implication of this observation is that it is not sufficient to just decide which gestures a robot should display during an interaction; but that a decision about how those gestures are displayed is required. In particular, the same gesture should be displayed with different amplitude and speed depending on how much the tendencies underlying the Godspeed scores should be expressed. Whether the robot will still be perceived as a consistent single social agent when displaying gestures with different amplitudes and/or speeds is an avenue for future study.

The experiments described in this study involved displaying isolated gestures without support of other modalities or context, such as spoken messages. In addition, great care was taken to avoid any ordering effects, primarily by randomising the order in which the gestures were displayed to the observer. No ordering effects were observed in the collected data. The experiments were designed in this way because the scenarios in which the gestures will be used involve public spaces where the likely level of acoustic noise will be high. In this context, the gestures will be expected to compensate for difficulties in hearing and understanding spoken messages in line with biological studies about the use of multiple modalities in noisy environments [9, 10]. Such noisy condition as described above are typical of many everyday settings in which robots are likely to play a major role in the future, like, e.g., shopping malls, airport, stations, and other public spaces. In these contexts robots should display gestures as understandable as possible, because they will be competing with other stimuli designed to attract and retain attention (e.g., advertisements, danger warnings, public announcements, etc.). However, future work will aim at investigating how the findings of this work may change when the gestures are accompanied by speech, the most frequent case in everyday human-human, and human-robot interactions [2, 6].

5 CONCLUSIONS
This study presented experiments on the relationship between the way a gesture is displayed by a robot and the perception of its users. The results show that, at least in some cases, there is an association between speed and amplitude of a gesture — two parameters that account for energy and spatial extension — and Godspeed scores [8]. Overall, the coherent picture that emerges is that gestures expected to achieve a social goal — Engaging and Disengaging — show effects primarily on the Godspeed dimensions that better account for social aspects of Human Robot Interaction, namely Anthropomorphism (the tendency to attribute human characteristics to the robot) and Likeability (the tendency to attribute desirable characteristics to the robot). Similarly, gestures designed to simulate an ‘inner state’ — Head-Touching and Cheering — show effects in the area of Animacy, the Godspeed dimension that captures the tendency to consider the robot alive and, hence, capable of experiencing the world. Finally, no effects were found for Pointing, a gesture that, unlike the other stimuli used in the experiments, aims more at sharing knowledge about the environment than at conveying information about the dimensions underlying the Godspeed questionnaire.

The above suggests that the stimuli have been designed correctly and, most importantly, it shows that the Godspeed scores tend to be differ when different values of amplitude and speed are used. The main implication of this observation is that it is not sufficient to just decide which gestures a robot should display during an interaction; but that a decision about how those gestures are displayed is required. In particular, the same gesture should be displayed with different amplitude and speed depending on how much the tendencies underlying the Godspeed scores should be expressed. Whether the robot will still be perceived as a consistent single social agent when displaying gestures with different amplitudes and/or speeds is an avenue for future study.

The experiments described in this study involved displaying isolated gestures without support of other modalities or context, such as spoken messages. In addition, great care was taken to avoid any ordering effects, primarily by randomising the order in which the gestures were displayed to the observer. No ordering effects were observed in the collected data. The experiments were designed in this way because the scenarios in which the gestures will be used involve public spaces where the likely level of acoustic noise will be high. In this context, the gestures will be expected to compensate for difficulties in hearing and understanding spoken messages in line with biological studies about the use of multiple modalities in noisy environments [9, 10]. Such noisy condition as described above are typical of many everyday settings in which robots are likely to play a major role in the future, like, e.g., shopping malls, airport, stations, and other public spaces. In these contexts robots should display gestures as understandable as possible, because they will be competing with other stimuli designed to attract and retain attention (e.g., advertisements, danger warnings, public announcements, etc.). However, future work will aim at investigating how the findings of this work may change when the gestures are accompanied by speech, the most frequent case in everyday human-human, and human-robot interactions [2, 6].
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